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Abstract. This paper proposes a method for out-of-vocabulary (OOV) words
extraction from Myanmar text with maximal substrings. Our method aims to ex-
tract OOV words that can be added into the Myanmar dictionary. The outcome
of our method are new compound words which are not described in the Myan-
mar dictionary. Our method, firstly, extracts maximal substrings from Myanmar
news articles. Maximal substrings are defined as the substrings whose numbers
of occurrences are reduced by any of its extensions. Secondly, we make a post-
processing of maximal substrings, because the resulting maximal substrings
contain noisy characters. In our post-processing, we reduce the number of max-
imal substrings and remove maximal substrings whose prefixes and suffixes are
meaningless characters. We keep only the substrings that consist of words from
the existing dictionary. As a result, we obtain the substrings as candidates of
new compound words that can be added into the existing Myanmar dictionary.
We perform the evaluation both from the subjective and quantitative perspec-
tives. From the subjective perspective, we compare the new compound words
extracted by our method with those extracted by word bigrams method. It is
found that our method is better than the word bigrams method based on the
evaluation using a pooling procedure. From the quantitative perspective, we use
the extracted compound words as additional features in K-means clustering.
The experimental results show that the document clusters given by our method
are better than those given by word bigrams method in precision, recall and F-
score.

Keywords: OOV Words, Maximal Substrings, Compound Words, K-means
Clustering, Document Clustering

1 Introduction

Recently, researchers have focused on the mining of a large amount of data in natural
language processing tasks such as machine translation, word segmentation, part of
speech (POS) tagging and so on. Many of those tasks rely on unsupervised methods
because it is difficult to prepare a large amount of annotated training data for super-
vised methods. However, in most of such unsupervised methods, we should first split
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the text of the documents into sequences of words. In English, French or German, we
can easily extract such sequences of words, because each word is delimited by white
spaces. In contrast, for the languages such as Japanese, Chinese and Myanmar, it is
not a trivial task to extract such sequences of words, because there are no white spaces
between words or phrases. In Myanmar script, although spaces are sometimes used
for separating words or phrases to read more easily, there are no clear rules for using
spaces between words in a sentence. Therefore, word extraction is a challenging task.
Moreover, Myanmar words can be combined to make a new word. For instance, the
two words “ofsago:” (travel) and “cpbcfs” (occupation; business; job) are isolated
words. However, by combining them, a new word “o8:ogcpdes” (tourism) is
formed. A new word “o§gogicobeds” (tourism) is a combination of two words but the
meaning of this combination of two words cannot be derived from those of its constit-
uents. The word is thus regarded as a new word in a non-trivial manner. In this way,
when the new word is not presented in the data sets of known words (e.g. in the exist-
ing Myanmar dictionaries), out-of-vocabulary (OOV) word problem occurs. That is,
we need to make distinction between the cases where a sequence of words should be
split into isolated words and the cases where a sequence of words should be regarded
as a single compound word.

From the above analysis, this paper provides a method for out-of-vocabulary
(OOV) words extraction from Myanmar text with maximal substrings [8]. Our meth-
od extracts maximal substrings from a given Myanmar document set. The extracted
maximal substrings are expected to be useful as new compound words in Myanmar
text. Some of the compound words like “epoBpope[gE:cd” (climate change),
“Bagmreqpdoded,” (economic sanctions), “BagoreqescSo0d” (economic field), examples of
the outcome of our method, are not described in the existing Myanmar dictionary.
Compound words are a concatenation of the words that can be found in dictionaries.
However, not all concatenations of dictionary words are a compound word. This is the
reason why we extract maximal substrings, which are a good candidate of unknown
compound words. Precisely speaking, the outcome of our method is a set of candi-
dates of compound words. However, when no ambiguity exists, we call them com-
pound words, not candidates of compound words, for avoiding redundancy.

We give a brief explanation of our method. Our method is twofold. Firstly, we ex-
tract maximal substrings from a large set of Myanmar news articles. After the extrac-
tion, the resulting maximal substrings contain some noisy characters. Therefore, sec-
ondly, we make a post-processing of maximal substrings. Our post-processing con-
sists of three steps. In the first step, we reduce the number of maximal substrings be-
cause the number of resulting maximal substrings is too large. In the second step, we
remove maximal substrings that begin or end with meaningless characters (e.g. “’°, ’,
) After the removal, as the third step, we extract OOV words that are the substrings
consisting of two words from the existing dictionary. Details of each step will be ex-
plained later.

Our first paper [15] describes a method for exploring out-of-vocabulary (OOV)
words from Myanmar text by using maximal substrings. However, not all the sub-
strings given by our method can be regarded as an OOV word. Therefore, in this pa-
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per, we perform evaluations to clarify how useful our method is in finding OOV
words. We evaluate the performance of the extracted compound words as additional
features in an unsupervised manner. This is because our method does not require any
domain knowledge. We do not need to prepare the training data sets where each doc-
ument is given a category label that may be used as a hint for extracting compound
words. For evaluating the effectiveness of our method, we compare the compound
words given by our method with those given by word bigrams method, which is also
an unsupervised method. We compare these two methods both from the subjective
and quantitative perspectives. This evaluation is not included in [15].

The rest of this paper is organized as follows. Section 2 describes the related
works. Section 3 presents the nature of Myanmar language. Section 4 explains the
procedure of proposed method. Section 5 includes the results of evaluation experi-
ment. Finally, Section 6 concludes the paper with discussion on future work.

2 Related Works

The extraction of OOV words, e.g. proper names, locations, foreign words and new
words, is relevant to our problem. The OOV words are important content words
which are of great interest in text mining. For example, in a search system for news
articles, where many OOV words appear as compound words, without identifying
such OOV words, the system cannot find the specific information that a user needs.
Therefore, many researchers have proposed various methods to address the extraction
of OOV words. OOV words detection methods are effectively used in machine trans-
lation [4, 5, 11] and cross language information retrieval [12]. Language models [9,
17] and lexicon-induction-based methods [14] have also been used to address specific
kind of OOV words. A recent research [13] focused on OOV words in the speech
recognition task.

Zhang et al. [10] proposed a method for Chinese OOV term detection and POS
guessing based on the fusion of multiple features and supervised learning. After per-
forming their post-processing of word segmentation, they extracted candidate strings
as features by using local, statistical and global feature representation. Then, they
used the constraints and heuristic rules to get OOV term candidates. According to
their results, the proposed method successfully detected important OOV words that do
not exist in Chinese Basic Dictionary.

Shen et al. [6] proposed a method for Chinese unknown word extraction by using
maximized substrings [7]. The authors extracted maximized substrings, i.e., the sub-
strings whose number of occurrences are decreased after adding any character before
or after them, as unknown word candidates. They extracted maximized substrings by
using a two-level hash structure. In their post-processing, they removed meaningless
characters by applying short-term store and lexicon-based techniques. According to
their results, the proposed method successfully explored important OOV words such
as names of persons, locations and technical terms but was not successful in finding
compounds, noun and verb phrases, and partial words.

Our approach. We propose a different method for OOV words extraction. Our meth-
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od consists of two steps. We, first, extract maximal substrings as sequences of charac-
ters by applying the tool in Becher et al. [1]. Second, we make a post-processing of
the results given by the extraction of maximal substrings. Our post-processing is
threefold. We reduce the number of maximal substrings based on their frequencies
and remove the maximal substrings that begin or end with meaningless characters. We
then find OOV words that are the substrings consisting of two words from the existing
dictionary. Consequently, our method obtains new compound words that can be added
into the existing dictionary. Shen et al. [6] also extract Chinese OOV words with max-
imal substrings [7], but their post-processing is totally different from ours. This is
because most Chinese words are composed of single-characters that have their own
meanings. In contrast, only a few single-characters in Myanmar language have a
meaning (e.g. ‘o’ (this), ‘5’ (at), ‘q’ (therefore), ‘a1’ (ending word “to be”), ‘&’ (that;
above-mentioned)). Our method also differs from Zhang et al. [10] by using maximal
substrings that are good candidates of compound words.

3 The Nature of Myanmar Language

The Myanmar script is an abugida or syllabic writing system [16] in which most of
the syllables are composed of more than one character. Most of Myanmar characters
are rounded in shape and the script is written from left to right. Myanmar alphabet are
composed of 33 main consonants (e.g. m,..., 35), 4 medials (e.g. -, E, 5> 7)» 12 basic
vowels (e.g. 1,9, % 5 -, -, 6-,3,%, 1, -, %), 11 independent vowels (e.g. o, e, ¢35, §, 4,
&, %, o, 8, [03, 6&), and 10 digits (e.g. 0, 9, J, 9,6, §, 6, q, o, ), respectively.

There are nine parts of speech (POS) in Myanmar grammar, namely: noun (N),
pronoun (Pron), adjective (Adj), verb (V), adverb (Adv), particle (Part), conjunction
(Conj), post-positional marker (P) and interjection (Inter) [3]. Myanmar words are
composed of single or multiple syllables, and there are no spaces between words or
syllables. Words in Myanmar language can be divided into simple words, compound
words and complex words. In this paper, we mainly focus on compound words be-
cause we can use them as a single unit of meaning. A compound word is a combina-
tion of two or more simple words. Compound words are widely seen in every lan-
guage including Myanmar language. Myanmar Language is also very rich in com-
pound words. In our proposed method, we can recognize compound words like
“eadeonBomBoocdande” (motor vehicle production), “e88m&sonpSesonad” (port con-
struction), “eg,elgp€z0p0005” (displaced person) and “clgpéieg e5c3€” (immigrate),
which are not described in the existing Myanmar dictionary.

4 The Proposed Method

In this section, we explain the details of the two steps in our proposed method.
4.1 Maximal Substrings

Maximal substrings are defined as the substrings each giving a smaller number of
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occurrences by any of its extensions and occurring at least twice. We give an explana-
tion of maximal substring as follows. For example, the string S = abeacadabea. In the
string S, ‘abea’ is a maximal substring and it occurs twice in S. Each of the extensions
of this substring occurs less than twice. While ‘abe’ occurs twice in S, but it is not a
maximal substring, because one of its extensions ‘abea’ also appears the same number
of times. In this manner, when there is a way to extend a substring without decreasing
the number of its occurrences, we cannot call such substring maximal substring.

On the left panel of Figure 1, firstly, we extract maximal substrings from a large
set of Myanmar news articles. Before extracting maximal substrings, we collect the
document sets in Myanmar news articles as the input text. We remove the punctuation
mark (e.g. ‘i’ (pote ma) which is placed at the end of a sentence, comma, question
mark, etc.) and other functional characters (e.g. parentheses, hyphen, center dot, etc.)
in each sentence. We make a single long string of characters by concatenating all par-
agraphs for each news articles as an input file to the extraction of maximal substrings.
We then apply the tool developed by Becher et al. [1, 2] .

In our experiment, we set the minimum length of maximal substrings to be 50.
There are two reasons why we use the minimum length of maximal substrings is 50.
The one reason is that the minimum length larger than 50 is too long to obtain a suffi-
cient amount of compound words. The other reason is that the minimum length small-
er than 50 is too small to make a compound word, because each Myanmar character is
encoded with three bytes (e.g. “qo§o§[3:qi6” (Prime Minister of Japan) consisting of
17 characters and thus of 51 bytes). This is the reason why we can extract new com-
pound words most effectively when the minimum length of maximal substrings is 50
[15]. After the extraction, the results given by maximal substrings contain noisy char-
acters as illustrated in Table 1. Therefore, we make a post-processing of the obtained
maximal substrings to get clear and precise results.

4.2  Post-processing of Maximal Substrings

Secondly, our method applies a post-processing to the results given by the extraction
of maximal substrings. Table 1 gives examples of the maximal substrings obtained in
our experiment. All Myanmar syllables start with a consonant (e.g. ‘o’,...,’s>’), the
vowel ‘¢’ or the medial ‘(7. But, for example, the substrings like “ egseomncdgecy”,
“s0qi608en0dmm:”, « :edlCieeonEgn5” and “13005200508,” have the first character that is
not a consonant (i.e., ‘’, ‘¢, “’, *7T). On the other hand, the substrings like
“qC:84g650”, “[gSwnmdiq3 [[” and “op€o3E:qEiaomie” have the last character that is a
consonant, a medial or a vowel (i.e., ‘o’, [}, ‘¢’). If the character is a consonant, a
medial or a vowel, we cannot say that this character is placed at the end of a word.
The above observation is used in our post-processing, which consists of three steps as
shown in the right panel of Figure 1.

! Our usage is: ./findpat [options] inputl input2 output_dir min_length Let inputl be an input file. And we
set input2 to /dev/null. We use —p and +f options to find any strings of characters. We choose the value
of the minimum length of maximal substrings (we called min_length) to control the output size.
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Fig. 1. The flowchart of our proposed method

Table 1. Examples of maximal substrings in VOA, MMTimes and Mizzima data sets

2qC:84508 Scfaqiqp: ‘065qC505c86
copoddgSogn: 309006605373 | 3200E:0303E0m05
qE8€eaqralod q&:8436520 Eefgprocpolcd:
BgEONHIGR 8021600005888 | gomaPoomsenion
[6§5erm8:93.[ L00lEea008g0d | grepregnopode
15005200503, op[g§en88eam: | aEaBEqfsoomze

(1) Reduce the number of maximal substrings

In the first step, we reduce the number of maximal substrings by setting the frequency
threshold for each data set, because the number of resulting maximal substrings is too
large. Our experiment uses six data sets, i.e., VOA, MMTimes, Mizzima, Mizzi-
ma_MMTimes, VOA_MMTimes and Mizzima MMTimes1, whose details are given
later. For each of the six data sets, we remove the maximal substrings whose frequen-
cies are less than or equal to 7, 7, 5, 4, 8 and 7, respectively. These threshold values
are automatically calculated and chosen so that we could obtain the best results in
evaluation.

(2) Remove maximal substrings whose prefixes and suffixes are meaningless charac-
ters

In the second step, we further reduce the number of maximal substrings based on the
nature of Myanmar syllables. We set five rules to remove maximal substrings that
begin or end with meaningless characters.

The first rule is that the first character must be a consonant, the vowel ‘e’ or the
medial ‘[[ °. We thus remove maximal substrings like *egeomncdgecy”,
“s0q608e00533:”, “ :6dE:6000Eg5”, ““@e5qEs05c86” and “IFocda0c5ed,” because their
first characters (i.e., *’, %°, °,”, ©” and “1") are vowel symbols. The second one is that
the first character must not start with the consonant character with Asat ¢ € symbol
(eg. ‘&, ‘€, etc). That is, we discard the substrings like “Gc§iqqps”,
“Eefgpieqpod[od:”, ete. This is because Asat <" is used in conjunction with double con-

sonants (i.e., ‘pd” (do; work, carry out, etc.), ‘§&” (win)). The third one is that the first
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character must not be a preposition, a particle, a conjunction or a pronoun. Therefore,
we remove the substrings like “oq8:8{g04”, “cogodgSogn”, “qE8&eeqpdlod” and
“oplg§en§€eo0m:” because their prefixes (i.e., ‘¢’ (at), ‘eoy” (plural noun), ‘g€’ (if) and
‘o’ (one who does something; he)) are a preposition, a particle, a conjunction or a
pronoun. The fourth one is that the first character must not start with double-stacked
consonants. So, we remove the substrings like “gepiegoopode” and
“gomngBomienion”, because they should be stored at the middle position of the syllables
e.g. “oggep:” (responsibility; duty) and “egox” (to write the title Mr.), not as a prefix.
The fifth one is that the last character must not be a consonant, the vowel ‘¢’ or the
medial [}’. We remove the substrings like “q&:8g6400", “op€aBEqfsoome™ and
“[g§em8:q3 [[” because their last characters (i.e., ‘a0’, ‘¢’ and ‘[}') need to be com-
bined with some characters to compose meaningful character streams.

(3) Find OOV words by using the dictionary

As the third step, we find OOV words, i.e., the words which are not contained in the
dictionary of known words, by using the dictionary. We collect the words from My-
anmar-English Dictionary?, which includes 20,778 words in total.

To perform the OOV word extraction, there are two methods for using the diction-
ary. The first method is a simple approach, i.e., the extraction of the substrings con-
sisting of two words. The second method is the extraction of the substrings consisting
of more than two words by implementing the recursive search.

In the first method, we first find a prefix of the substrings that can be recognized as
a word in the dictionary. Then, we also find a suffix of the substrings that can be
matched with a word in the dictionary. If the substrings consist of the prefix and the
suffix that are found in the dictionary, it can be said that those substrings are candi-
dates of compound words that may be inserted into the existing dictionary. In the
second method, if a prefix of the substrings is present in the dictionary, then we recur-
sively check for the remaining part. We may find that the remaining part can be seg-
mented into a sequence of dictionary words by applying the recursive search.

According to the preliminary experiment, we found that the substrings obtained by
the second method were not useful. This is because many of the substrings consisting
of more than two dictionary words cannot be regarded as compound words. There-
fore, we only use the first method.

5 Experimental Results

5.1 Data Sets

We used six data sets in our experiment. Each data set contains already categorized
articles downloaded from the Web. All Myanmar news articles are written in Zawgyi-
One Myanmar font, because this font is the most commonly used in Myanmar Web
pages. We chose this experimental data set for evaluation the quality of compound
words extracted by our method to predict the categories by clustering documents. We

2 http://myanmar-dictionary.blogspot.sp/2009/08/myanmar-english- dictionary-version-10.html
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discuss how we collected each data set as below.

The first data set is a set of news articles from the VOA (Voice of America)® Bur-
mese website. We denote this data set as VOA. This data set originally consists of six
categories. We collected news articles from the two categories: International and My-
anmar domestic. The numbers of the documents contained in each category is almost
the same as given in Table 2. This table also includes the specifications of other data
sets. The second one is a set of news articles from the Myanmar Times® Burmese
website. We denote this data set as MMTimes. This data set also originally consists of
six categories. We collected news articles from the two categories: Business and Na-
tional-news. The third one is a set of news articles from the Mizzima® Burmese web-
site. We denote this data set as Mizzima. This data set also originally consists of six
categories. We collected news articles from the two categories: Sports and World-
news.

The fourth one is a mixture of three news categories, i.e., Sports, World-news, and
Business categories, from Mizzima and MMTimes data sets. We denote this data set
as Mizzima_MMTimes. The fifth one is a mixture of three news categories, i.e., Inter-
national, Myanmar domestic, and National-news categories, from VOA and
MMTimes data sets. We denote this data set as VOA_MMTimes. The sixth one is a
mixture of all news categories, i.e., Sports, World-news, Business and National-news
categories, from Mizzima and MMTimes data sets. We denote this data set as Mizzi-
ma_MMTimes]1.

In the last three data sets, we mixed documents from different sets to make our
evaluation more reliable. This is because it makes the experiment more reliable to
evaluate the methods under a larger number of different settings.

Table 2. Numbers of documents belonging to each category in the six data sets

VOA
International | My D, i Total
7,320 7,176 14,496
MMTimes
Business | National-news | Total
1,130 4,188 5318
Mizzima
Sports World-news Total
1,463 2,589 4,052

Mizzima_MMTimes
Sports | World-news | Business | Total

1,463 2,589 1,130 5,182
VOA_MMTimes
Inter [| My D ti National- Total
7,320 7,176 4,188 18,684
Mizzima_MMTimes1
Sports | World-news | Busil National- Total
1,463 2,589 1,130 4,188 9,370

3 http://burmese.voanews.com/
4 http://myanmar.mmtimes.com/
> http://mizzimaburmese.com/
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5.2 Evaluation in Document Clustering

Document clustering is the process of grouping documents into topics without any
knowledge of the category structure that exists in the entire document set. All seman-
tic information is derived from the documents themselves and it is often referred to as
unsupervised clustering. Therefore, we evaluated the candidate compound words ex-
tracted by our method as additional document features in an unsupervised manner.
This is because our method itself does not require any domain knowledge. We do not
need to prepare the training data sets where each document is given a category label
that may be used as a hint for extracting compound words. We applied K-means clus-
tering for obtaining document clusters, because K-means is widely used method for
document clustering. And then we checked whether the compound words extracted by
our method improved the quality of clusters in the prediction of document categories.

We evaluated our method in document clustering of news articles obtained from
the six data sets described in Section 5.1. We removed all function words by regarding
them as stop words, e.g. preposition, pronouns, conjunctions, particles, etc. To obtain
a bag of words representation for each document, we applied a Burmese word seg-
menter®. This segmenter parses Myanmar syllabic structure by using a dictionary.
However, the segmenter could not give any good evaluation results. Therefore, we
tokenized the sentences into words simply by using white spaces according to the
original texts. This led to better evaluation results and this is the baseline method in
our evaluation. We used TF-IDF term weighting to obtain a feature vector for each
document based on the formula: #f idf(t,d) = tf(t,d) % log(N/df(¥)), where #f(t,d) is the
frequency of the term ¢ in document d, and df(¢) is the document frequency of ¢, i.e.,
the number of documents where ¢ appears. N is the total number of documents.

In our experiment, we prepared another compared method. We found dictionary
words in each document and used them as additional document features other than the
strings separated by white spaces. The dictionary words are expected to represent
particular topics better than the strings simply separated by white spaces. However,
this method can only find the compound words already presented in the dictionary. In
contrast, our method can provide candidate compound words by using maximal sub-
strings. Therefore, we used the candidates given by our method as additional docu-
ment features and compared the resulting cluster quality with those achieved by the
two methods given above. If the candidate compound words given by our method are
important in the sense that each of them is closely related to a particular topic and thus
helps discriminating among different topics, clustering results may be improved.

We measured the results of document clustering in precision, recall and F-score,
each defined by Egs. (1), (2) and (3), respectively. We calculated precision, recall and
F-score for each category.

Precision = _ TR (1)
TPCm'recI +F Pincorrect
Recall = TR @)
TP,,...+ FN,

correct missing

6 https://github.com/Iwinmoe/segment
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F-score= 2x (Precision x Recall) | 3)

(Precision + Recall )

where TP, is the total number of correctly identified documents in the same cate-
201y, FPioree 18 the total number of incorrectly identified documents in the same
category and FN,iszine 1s the total number of correctly identified documents in differ-
ent categories. F-score is the harmonic mean of precision and recall. Our evaluation
measure is the macro averaged F-score over all categories. For each data set and each
compared method, we used K-means clustering by setting the number of clusters K
equal to or larger than the true number of clusters. To choose the correct number of
clusters K is important so that we adopted the silhouette analysis. We used scikit-learn
machine learning library for performing K-means clustering and computing silhouette
coefficients’. To make our evaluation more reliable, we compute the F-score aver-
aged over the ten results obtained from ten different random seeds used in K-means.
Then the mean and standard deviation of F-score were recorded.

Table 3 summarizes the p-values obtained by comparing the Baseline (i.e., using
no dictionary words and no compound words), Find_dict (i.e., only using dictionary
words as additional features) and Ours (i.e., using both dictionary words and the com-
pound words given by our method). For each data set and each compared methods, we
removed words of lower frequency to obtain better clustering results. In Table 3, the
p-values are obtained in a paired two-sided #-test. When the p-value is less than 0.05,
we can say that the improvement is statistically significant and thus give the p-value
in bold. Table 3 shows the number of clusters K given by the silhouette analysis. Only
for two data sets, i.e., MMTimes and Mizzima, the Baseline method could get a sig-
nificantly better F-score than the Find_dict and our method. In contrast, for three data
sets, i.e., VOA, Mizzima_MMTimes and VOA_MMTimes, we could get a significant-
ly better F-score than the Baseline and Find_dict.

Based on these results, it can be said that the document clusters given by our
method are better than those given by the Baseline and Find dict method. So we
claim that our method can extract the features that are useful in discriminating among
different topics.

5.3 Comparing with Word Bigrams Method

To discuss the special nature of compound words extracted by our method, we com-
pared our method with word bigrams method, i.e., a method extracting all bigrams of
dictionary words from documents. The preliminary experiment revealed that many of
the concatenations of more than two dictionary words cannot be regarded as com-
pound words. Therefore, we only consider word bigrams.

Word bigrams method extracts all concatenations of two dictionary words as can-
didate compound words. In contrast, our method first extracts maximal substrings and
then refines them by finding bigrams of dictionary words in the 3" step of the post-
processing as described in Section 4.2. Therefore, the compound words given by our
method are different from those given by word bigrams method. However, to achieve
a fair comparison, we made the number of candidate compound words given by word

" http:/scikit-learn.org/
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bigrams method as close as possible to that of candidate compound words given by
our method. Therefore, we removed bigrams of low frequency by adjusting the
threshold. For each of the six data sets, i.e., VOA, MMTimes, Mizzima, Mizzi-
ma_MMTimes, VOA_MMTimes and Mizzima MMTimesl, we removed the word
bigrams whose frequencies are less than or equal to 9, 3, 1, 1, 11 and 3, respectively.
These threshold values turned out to lead to a better result in evaluation than other
threshold values. We compared our method and word bigrams method both from the
subjective and quantitative perspectives.

In the evaluation from the subjective perspective, we asked five Myanmar natives
to examine which candidates could be regarded as new compound words for both
methods. For example, the compound words like “B&sqiéieazen”, “a86ambionpbesmnas”,
“mgloeeomEs”,  “elpliegesddE”,  “ogelpligogood”,  “sdocbropSmaopbisaco:”,
“aegfmetid:§5”, examples of the outcome of our method, are not described in the
existing Myanmar dictionary. They can be found using two nouns (N+N), noun and
verb (N+V), noun and adjective (N+Adj), two verbs (V+V), verb and noun (V+N),
adjective and noun (Adj+N), and adverb and verb (Adv+V), respectively. We regarded
them as compound words because these words are no ambiguity exists. However, not
all concatenation of two words is a compound word. For example, the two words like
“Bsgmsees” (economy) and “{pfooE” (advance) are isolated words. By combining them,
we can obtain the word like “8sgeqgoBoo€”. The compound word “Bsgoseqiofont” is
not a meaningful word, because the first word “S:gazeq:” is a noun, and it is not fol-
lowed by an adverb “[o§oo€”. In this manner, when the two words create a misleading
word, we cannot regard them as a compound word.

From the above analysis, we compared the methods in subjective evaluation in
terms of precision, recall and F-score. The precision is defined as W,., / Weandidares
where W, is the number of new compound words, i.e., the word bigrams that are
regarded as compound words by Myanmar natives and are not listed in the dictionary,
and W undidae 18 the number of candidate compound words given by the two compared
methods. The recall is defined as W, / Weoreer, Where W, 18 the number of all
correct compound words found by our method and word bigrams method. That is, we
adopted a pooling procedure for calculating recall. The F-score is defined as the har-
monic mean of precision and recall.

Table 4 summarizes the results of evaluation from the subjective perspective. For
all data sets, i.e., VOA, MMTimes, Mizzima, Mizzima_MMTimes, VOA_MMTimes
and Mizzima MMTimes1, our method provided a larger number of new compound
words than word bigrams method. We could add 214 new compound words for VOA,
150 for MMTimes, 88 for Mizzima, 220 for Mizzima MMTimes, 169 for
VOA_MMTimes and 202 for Mizzima MMTimesl to the existing Myanmar diction-
ary as new words, respectively. Further, the precision, recall and F-score of our meth-
od were better than those of word bigrams method for all data sets. It is indicated that
our method provided new compound words than word bigrams method even though
the number of candidate compound words is the same. This is because word bigrams
method provided many misleading compound words. Based on these results, it can be
concluded that our method is better than word bigrams method from the subjective
perspective.

35



2017 Pacific Association for Computational Linguistics

From the quantitative perspective, we compared our method with word bigrams
method also in document clustering described in Section 5.2. We used K-means clus-
tering for obtaining document clusters and checked if the compound words extracted
by our method were more useful as additional document features. The number of
clusters was chosen based on the silhouette analysis. The F-score was averaged over
the ten results obtained from ten different random seeds. Then the mean and standard
deviation of F-score were recorded.

Table 5 summarizes the p-values obtained by comparing word bigrams method and
our method in terms of F-score. Both for word bigrams method and our method, we
removed words of lower frequency to obtain better clustering results. The p-values are
obtained in a paired two-sided #-test. When the p-value is less than 0.05, we can say
that the difference is statistically significant and thus give the p-value in bold. Table 5
also shows the number of clusters K given by the silhouette analysis. Only for two
data sets, i.e., Mizzima and Mizzma_MMTimes1, the word bigrams method could get
a significantly better F-score than our method. In contrast, for the three data sets, i.e.,
VOA, Mizzima MMTimes and VOA_MMTimes, we could get a significantly better
F-score than word bigrams method.

The experimental results show that the document clusters given by our method are
better than those given by word bigrams method. This is because word bigrams meth-
od would degrade the quality of clustering since it would provide many misleading
compound words. Therefore, it can be said that our method extracts better compound
words than word bigrams method also from the quantitative perspective.

5.4  Examples of New Compound Words

In order to examine whether maximal substrings extracted by our method can repre-
sent new compound words well, we here explain with examples how the outcome of
our method can be regarded as new compound words.

We can observe that many multiword expressions that can be regarded as com-
pound words given by our method. Table 6 summarizes the new compound words
obtained by our method. For example, as presented in Table 6, the word “B&sqbseep”
(peace) and the other word “s¢” (prize; award) are combined to form a meaningful
compound word like “B&:qé:eqpen” (peace prize). Further, the meaning of the com-
pound word is sometimes derived from the meaning of its constituents in a non-trivial
manner. For example, “53088:35005” + “{gjopd” = “a208&:30005[gj0pd” (“token” + “do” =
“commemorate”) is recall and show respect for someone or something. According to
the above examples, the new compound words obtained by our method can utilize
various specific meanings as a single unit of meaning.

6 Conclusion

In this paper, we proposed a method for out-of-vocabulary (OOV) words extraction
from Myanmar text with maximal substrings. Our method extracted candidates of new
compound words based on a procedure consisting of two steps. We evaluated the ex-
tracted compound words as additional document features in K-means clustering. The
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experimental results based on the comparison with the two other methods showed that
the quality of clustering results was improved. We also compared the compound
words given by our method with those given by word bigrams method. We evaluated
the performance of our method both from the subjective and quantitative perspectives.
From the subjective perspective, the precision, recall and F-score of new compound
words given by our method were improved than those given by word bigrams method.
From the quantitative perspective, the results of the experiment using K-means clus-
tering in a similar manner showed that the document clustering results given by our
method were better than those given by word bigrams method in precision, recall and
F-score. Further, we described the examples of new compound words obtained by our
method. It can be expected that our method will be also useful in other natural lan-
guage processing tasks for Myanmar language data.

We also have a plan to evaluate maximal substrings extracted by our method in a
multi-topic analysis e.g. by performing a probabilistic Latent Semantic Analysis
(pLSA), where the extracted compound words are used as additional features.

Table 3. Results of the quantitative comparison of the three methods

Data Sets - F'-scorei p-value
Baseline Find dict QOurs
VOA ?K9=123)5 +0.0005 ?15:739)1 +0.0265 ?]2:13; +0.0003 0.001
MMTimes ?K7=7§;l +0.0198 ?1(7:631)1 +0.0265 ?K6:83?)1 +0.0668 0.005
Mizzima ?K9=7§)7 +0.0000 ?K9:723)5 +0.0001 ?K92723)5 +0.0001 8.5E-06
Mizzima MMTimes (0K8=855)4 +0.0024 ?K9=539)5 +0.0005 1(]K9=5§)9 +0.0003 0.019
VOA_ MMTimes ?1(8:94: )6 +0.0003 ?1(8:9:)7 +0.0006 l(]K8=9§)0 +0.0007 L4E-07
Mizzima MMTimes] (()K7:663)1 +0.0278 ?Igfgf +0.0217 ?K7:6é))4 +0.0255 0.877

Table 4. Results of the evaluation for comparing our method with word bigrams method from
the subjective perspective

Word Bigrams Ours

Data Sets Woan Woor Pre- Re- F- W, W Pre- Re- F-

) Woew |5 | csio |y | scor | Wy cisio | .o | scor
didate rect n e didate rect n e

VOA 304 | 143 |327 (047 [0.47 | 045 312 [214 |327 |0.69 |0.65 | 0.67
MMTimes 250 | 84 | 221 [0.34 | 0.38 [0.36 | 234 [150 |221 |0.64 | 0.68 | 0.66
Mizzima 104 | 36 | 120 [0.35|0.30 [0.32 | 117 | 88 | 120 [0.75 |0.73 | 0.74
Mizzima MMTimes | 314 | 70 |279 [0.22 | 0.25 [ 0.24 | 307 |220 |279 |0.72 | 0.79 | 0.75
VOA_MMTimes 272 | 126 | 267 |0.46 | 0.47 [0.47 | 269 [169 |267 |0.63 | 0.63 |0.63
Mizzima_MMTimes] 296 | 95 (282 |0.32 [0.34 | 0.33 {301 |202 |282 |0.67 |0.72 | 0.69
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Table 5. Results of the comparison from the quantitative perspective

Data Set F-score ,
ata Sets Word Bigrams Ours prvatue
VOA 0.7_524 +0.0003 0.9}94 +0.0003 2.4E-12

(K=3) (K=2)
. 0.6637+ 0.0739 | 0.6891 + 0.0668 0.556

MMTimes (K=4) (K=3)

Mizzima 0.9740 + 0.0003 | 0.9735+ 0.0001 0.001
(K=2) (K=2)
. . 0.9568 + 0.0002 | 0.9599 + 0.0003 3.4E-10
Mizzima_MMTimes (K=3) (K=3)
. 0.8919 + 0.0008 | 0.8950 + 0.0007 2.1E-06
VOA_MMTimes (K=4) (K=4)
. . 0.8354 + 0.0039 | 0.7604 + 0.0255 1.0E-05
Mizzima MMTimesl (K=4) (K=6)
Table 6. Examples of new compound words
Boeqbreqr  + w0 = BS:qireqzen
peace + prize; award = peace prize
(N) + (N) = (N)
32883005 + [gopd = 3208823200590
sign; symbol; indication; token + do; carry out = commemorate
(N) + (V) = V)
ogodelgs + oB&iegpé = ogodelgioBiieept
flee; run away + evade; avoid = abscond
V) + (V) = (V)
cdlican + cumbs =  cdl&ceonEeomt:
leader + old; ancient = former leader
(N) +  (Adj) = (N)
Biaep + moydmonph: = BigeqpmaoySenonpbs
economy  + difficulty; crisis = economic crisis
(N) + (N) = (N)
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